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ABSTRACT 
In this work, the design and implementation of an AMBA based advanced DMA controller is proposed .The DMAC 

has 6 channels which support hardware triggers, linking operation and channel chaining transfer and provides three 

dimensions transmission by parameter sets to improve the real-time processing capability, so as to perform data 

block moving, data sorting and sub-frame extraction of various data structures. All channels can also be used for 
channel chaining transfer triggered automatically by Interrupt and Error module. The channel chaining capability for 

the DMAC allows the completion of a DMAC channel transfer to trigger another DMAC channel transfer. 
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I. INTRODUCTION 

 
Amba stands for advanced microcontroller bus architecture. it are widely used as the on chip bus in soc (system on 

chip) design. Three distinct buses are defined within the amba specification: 

 advanced high-performance bus (ahb) 

 advanced system bus (asb) 

 advanced peripheral bus (apb) 

 

Among which ahb used for high speed low latency and high frequency operation. 

ahb supports 32,64 and 128 bit data bus implementations with a fixed  32 bit address bus. it is a sycvhronous bus 

that supports and pipelining of accesses to improve throughput ahb support multiple masters. the arbiter has the task 

of determining  which master gets to do on access. every transfer has an address/control phase and seperate data 

phase. they are both pipelined (able to start the next transfer’s arbitration and address phase while finishing the 
current transfer. 

 

A typical AMBA AHB system design contains the following components: 

1. AHB master: A bus master is able to initiate read and write operations by providing an address and control 

information. Only one bus master is allowed to actively use the bus at any one time. 

2.  AHB slave: A bus slave responds to a read or write operation within a given address-space range. The bus 

slave signals back to the active master the success, failure or waiting of the data transfer. 

3. AHB arbiter: The bus arbiter ensures that only one bus master at a time is allowed to initiate data transfers. 

Even though the arbitration protocol is fixed, any arbitration algorithm, such as highest priority or fair access can be 

implemented depending on the application requirements. An AHB would include only one arbiter, although this 

would be trivial in single bus master. 

4. AHB decoder: The AHB decoder is used to decode the address of each transfer and provide a select signal 
for the slave that is involved in the transfer. A single centralized decoder is required in all AHB implementations. 

 

II. METHODOLOGY 
 

When DMAC transfers data, it is as a master on ARB bus. When realizing data transfer between ARB slave and 

APB peripheral, DMAC must buffer data and apply to APB Bridge for visiting APB peripheral. The buffer mode 

leads to transfer rate not high. We have proposed a new DMAC architecture which lies in between ARB bus and 
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APB bus  with APB Bridge function, that is, DMAC controls directly data, address and control signals on APB bus. 

So it could achieve ARB operation and APB operation run in parallel. And data transfer mode can be buffer and 
non-buffer mode according to practical application by setting control register.  

 

III. ALGORITHM 
 

THE PURPOSE IS TO ALLOW THE ABILITY TO CHAIN SEVERAL TRANSFERS THROUGH ONE TRANSFER OCCURRENCE. 

DMAC COMBINES HARDWARE AND SOFTWARE PROGRAMMABLE ARBITRATION MECHANISM. IN HARDWARE 

CHANNEL PRIORITY, THE LOWEST NUMBERED CHANNEL HAS THE HIGHER PRIORITY. SOFTWARE PROGRAMMABLE 

ARBITRATION MECHANISM ADOPTS WEIGHTED PRIORITY ROTATIONAL ALGORITHM PROPOSED NAMED “WEIGHTED 

PRIORITY ROTATIONAL ALGORITHM ON PCI BUS ARBITRATION.” 
 

IV. PROPOSED DMAC ARCHITECTURE 
 

THIS SECTION PROVIDES WORK PROCESS OF THE DMA CONTROLLER. FIG SHOWS THE DMAC ARCHITECTURE. FIRSTLY, 

MPU PROGRAMS THE PARAMETER SET ASSOCIATED WITH THE CHANNEL BY DMA AHB SLAVE INTERFACE. REQUEST AND 

RESPOND MODULE ACCEPTS THE REQUEST OF DATA TRANSFER FROM PERIPHERALS, SOFTWARE TRANSFER REQUEST, 

OR CHAINING TRANSFER. THOSE REQUESTS ENTER ARBITER MODULE. THE SELECTED REQUEST FINDS ITS 

CORRESPONDING PARAMETER SET IN PARAMETER SETS MODULE WHICH SUBMITS TRANSFER PARAMETERS TO AHB 

MASTER MODULE AND APB MASTER MODULE PASTING 
 

 
 

V. SYNCHRONIZER.                                              
 

AHB MASTER MODULE ASSERTS BUS REQUEST SIGNAL TO GET ACCESS TO THE AHB ACCORDING TO PARAMETER SET, 

AND COMPLETES DATA TRANSFER BETWEEN AHB  AND FIFO. APB MASTER MODULE ASSERTS BUS REQUEST SIGNAL TO 

GAIN THE CONTROL OF APB AFTER ARBITRATION WITH APB BRIDGE, AND COMPLETES DATA TRANSFER BETWEEN APB 

AND FIFO.AHB OPERATION AND APB OPERATION ARE INDEPENDENT, AND DMAC COULD ACHIEVE AHB OPERATION IS IN 

PARALLEL WITH APB OPERATION. WHEN DATA TRANSFER COMPLETES OR ERROR OCCURS IN THE PROCESS OF DATA 

TRANSFER, INTERRUPT AND ERROR MODULE ASSERTS INTERRUPT SIGNAL OR ERROR SIGNAL TO THE MPU. 

 

AHB & APB OPERATION 

DMAC as AHB master enables four transfer types: AHB slave-to-AHB slave, AHB slave-to-APB peripheral, APB 

peripheral-to-AHB salve, and APB peripheral-to-APB peripheral. And DMAC has incrementing and wrapping 

address modes for source and destination and supports for 8, 16 and 32 bit wide transactions 
 

1 AHB slave –to – AHB slave 

In AHB slave-to-AHB slave, in order to meet the requirements of real-time, DMAC reads data from AHB slave for 

one burst, writing into FIFO, and asserts request bus signal for write operation. When one burst data is read 
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completely and DMAC occupies bus again, DMAC writes data to AHB slave. Transfer operations carry out in order, 

until task terminates. 
 

2 AHB slave –to-APB peripheral 

In AHB slave-to-APB peripheral, if the APB peripheral is slow equipment, user could adopt the way of transfer with 

FIFO buffer by set transfer mode register in parameter set, and the process is like AHB slave-to-AHB slave. 

If the frequency of APB peripheral is match to AHB bus frequency, DMAC can implement transfer without FIFO 

buffer. AHB read operation is in parallel with APB write operation, forming a two-stage pipeline, thus transfer 

speed is increased greatly. 

 

3 APB peripheral –to-AHB slave 

Interfacing the AMBA APB to the AHB is described in: 

 Read transfers 

 Write transfers 

 Read transfers 

 

 
 

The transfer starts on the AHB at time T1 and the address is sampled by the APB Bridge at T2. If the transfer is for 

the peripheral bus then this address is broadcast and the appropriate peripheral select signal is generated. This first 

cycle on the peripheral bus is called the SETUP cycle, this is followed by the ENABLE cycle, when the PENABLE 

signal is asserted .During the ENABLE cycle the peripheral must provide the read data. Normally it will be possible 

to route this read data directly back to the AHB, where bus master can sample it on the rising edge of the clock at the 

end ofENABLE cycle, which is at time T4 in Figure. 

 

WRITE TRANFER  

 
Single write transfers to the APB can occur with zero wait states. The bridge is responsible for sampling the address 

and data of the transfer and then holding these values for the duration of the write transfer on the APB 

 

 



 
[Gahlot, 6(6): June 2019]                                                                                                        ISSN 2348 – 8034 
IDSTM-2019                                                                                                                          Impact Factor- 5.070 

    (C)Global Journal Of Engineering Science And Researches 

 

76 

4 APB peripheral to APB peripheral 

When using a combination of peripherals, some designed to the revision specification and others designed to 
previous revisions, it is recommended that a revision bridge is used and the earlier version peripherals are converted 

for use with the new bridge. There are two fundamental differences between there v D and rev APB specifications. 

 The timing of the strobe signal compared to the enable signal. 

 The point at which read data is sampled. 

 

VI. IMPLEMENTATIONS & SIMULATIONS 
 

Simulation results for AHB slave_to AHB  master 

 

 
Simulation results for APB to AHB 
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Simulation results for APB MASTER  

 

 
 

Simulation results for AHB to APB  

 

 
 

VII. COMPARISON (FULL COVERAGE) 
 
THE PERFORMANCE OF THIS DMAC IS BETTER. EACH DATA TRANSFER RATE IS INCREASEDBY ABOUT 50%. BETWEEN 

AHB SLAVE AND APB PERIPHERAL, OUR DMAC ADOPTSNON-BUFFER MODE TO TRANSFER DATA, AND THE RATE IS 

INCREASED BY 67% 

 

 
 

From Table, if this DMAC uses buffer mode, the performance of PL081is better than ours. But the time spent more 

than PL081 is used in signals synchronization. This DMAC adopts dual-clock domain design, and PL081 only has 

one clock RCLK. When this DMAC uses non-buffer, even though signal synchronization will occupy much time, 

the performance of this DMAC is better than PL081, and the data transfer rate is increased by 23.3%.And this 
DMAC has more features than PL081. 
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VIII. EXPECTATIONS & ACHIEVEMENT 
 

In our project  

 DMA controls directly data, address and control signals on APB.  

 It achieves AHB operation and APB operation run in parallel. 

 Data transfer mode can be buffer and non-buffer mode according to practical application by setting 

control register 

 

IX. SUMMARY & CONCLUSIONS 
 

In this project, a design and implementation of an AMBA based advanced DMAC controller is proposed. The 

DMAC has 8 channels which support hardware and software triggers, linking operation and channel chaining 

transfer to improve the real-time processing capability and provides three dimensions transmission so as to perform 

data block moving, data sorting and sub-frame extraction of various data structures. Channel arbitration mechanism 

adopts hardware priority combined with weighted priority rotational algorithm, so that meet the different 

requirements of fairness and the priority in different systems. And the DMAC supports incrementing and wrapping 

address modes and completes data transfer which the data-width of read and write is different by asymmetric 

asynchronous FIFO. Moreover the DMAC adopts dual-clock domain design so as to decrease the power 

consumption. Furthermore the DMAC has the function of APB Bridge, and it can control address, data and control 

signals independently and achieve ARB bus and APB bus to run in parallel. And the DMAC could adopt buffer and 
non-buffer data transfer mode according to the speed of equipments. Non-buffer mode can enhance the data transfer 

rate significantly. 

 

This new DMAC architecture which lies in between AHB bus and APB bus with APB Bridge function, that is, 

DMAC controls directly data, address and control signals on APB bus. So it could achieve AHB operation and APB 

operation run in parallel. And data transfer mode can be buffer and non-buffer mode according to practical 

application by setting control register. Experimental results show that the DMAC has the advantage of high speed 

transfer rate and is much suitable to various application fields, such as multimedia processing. 
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